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➢ 𝐾 arms, each w. reward 𝑋𝑘 , unknown mean 𝜇𝑘

➢ Δ𝑘 ≔ 𝜇𝑘∗ − 𝜇𝑘 where 𝑘∗ ≔ arg max
𝑘

𝜇𝑘

➢ 𝐿 agents, with subset arm access
➢ 𝑇 sequential decision rounds. 
➢ Regret:

Empirical Regret Comparison

Learner observes the corrupted reward ෨𝑋𝐼𝑡,𝑡

The adversary chooses the corrupted reward 
෨𝑋𝑘,𝑡 for all arms

Stochastic reward 𝑋𝑘,𝑡 drawn from all arms

Learner pull arm 𝐼𝑡

Heterogeneous Multi-Agent Bandits
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Adversarial Corruption Procedure

Corruption Budget: 𝐶 ≔ σ𝑡=1
𝑇 𝑋𝑘,𝑡 − ෨𝑋𝑘,𝑡

𝑅𝑇 ≔ 

ℓ∈ 𝐿

𝑇𝜇𝑘ℓ
∗ − 

𝑡=1

𝑇

𝜇𝐼ℓ,𝑡

Hetero MA2B: DRAA achieves 𝑅𝑇 ≤
𝐿

𝐿min
𝐶 +

𝐾

Δmin
log 𝑇 ⋅ log log 𝑇

BARBAR [Gupta et. al., 2019] 𝑅𝑇 ≤ 𝐾𝐶 +
𝐾

Δmin
log 𝑇 ⋅ log log 𝑇

DRAA for Stochastic Bandits 𝑅𝑇 ≤ 𝐶 +
𝐾

Δmin
log 𝑇 ⋅ log log 𝑇

Homo MA2B:

Basic MAB:

Active Arm Elim. [Liu et. al., 2021] 𝑅𝑇 ≤ 𝐿𝐶 +
𝐾

Δmin
log 𝑇 ⋅ log log 𝑇

DRAA for Homo MA2B 𝑅𝑇 ≤ 𝐶 +
𝐾

Δmin
log 𝑇 ⋅ log log 𝑇

Theoretical Analysis

DRAA Algorithm Design

For each epoch 𝑚 (with 𝑂(4𝑚) rounds) & For each agent ℓ ∈ [𝐿]

P1: Construct Active Arm Set
and Calculate Probabilities

P2: Pull Arm & Comm. P3: Reward Estimate

Active arms 𝒜ℓ
𝑚: potentially good.

Pulling Prob. 𝑝𝑘,ℓ
𝑚 ← ൝

small for 𝑘 ∉ 𝒜ℓ
𝑚

uniform for 𝑘 ∈ 𝒜ℓ
𝑚

Pick arms to pull  
according to 𝑝𝑘,ℓ

𝑚 .

𝑝𝑘,ℓ
𝑚 −1

-weighted 
normalization for  
low-bias estimate
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