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(Single-Player) Multi-Armed Bandits

m K arms: each associated with a [0, 1]-supported reward Xj with mean .
B Assume 1 > g > - > LK.
mFort=1,...,T:

m Pullsanarm k; € {1,2,...,K}.
m Collects reward Xk ;.

m Goal: maximize total reward; or minimize the regret

E[Req(T)] = Th1 — Zﬂm
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Multi-Player Multi-Armed Bandits

m K arms and M players.

m Fort=1,..., T: Foreachplayeric {1,2,...

m Pullsanarmk € {1,2,...,K}.
m Collects reward R .

m Goal: minimize the regret of all M players

, M}
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When More Than One Player Chooses The Same Arm
m Collision (e.g., [1]): if two players i, j collides, then zero reward.
m Non-Collision (e.g., [4]): each player obtains an independent reward X/E?
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However, both can be too restrictive in practice.
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Finite Shareable Resources Arm (MMAB-SA)

m Each arm has two unknowns:
m “per-load” reward mean px and integer resources my.

m If g ; players share arm k with my resources, then

ak t Xkt Akt < Mk

Ryt = min{ay s, Mk} Xxt = ,
My Xkt, 8kt > Mk

Il
My ik

m X is the “per-load” reward random variable. S
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Two Types of Sharing Demand Feedback

m Sharing Demand Information (ﬁ):

m observe the number of players ay ; that selects the arm k

m Sharing Demand Awareness (SDA):

m know the sharing condition of the pulled arm, i.e., 1{ax; > 1}.

EDGE COMPUTING

(a) Edge Computing [3]

* LTE (=46) Coverage Area

(b) Wireless Network [2]
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Two Algorithms for Two Types of Feedback
Algorithm 1 DPE-SDI for player i

> Initialization phase: assign each player arank i € {1,..., M}; rank 1 player
becomes the leader.

while t < T do

> Exploration-exploitation phase: estimate means px and resources my.

> Communication phase: leader updates and sends info. to followers.

7/9



Two Algorithms for Two Types of Feedback
Algorithm 1 DPE-SDI for player i

> Initialization phase: assign each player arank i € {1,..., M}; rank 1 player
becomes the leader.

while t < T do

> Exploration-exploitation phase: estimate means px and resources my.
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Algorithm 2 SIC-SDA for player i

> Initialization phase

while player i does not find an optimal arm do

> Exploration phase: estimate reward means ux and resources m.

> Communication phase: leader receives follower’s statistics and send out
its updated info. to followers.

> Exploitation phase: play the identified optimal arm till the end.
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Theoretical Results

m For DPE-SDI,

K log T M m2
E[Reg(T)]<o< > +Z—é‘ ogT).
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m For SIC-SDA,

K M
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Simulations
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Figure: Synthetic data simulations (SDI > SDA)
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Thank you!

Full paper at arXiv:2204.13502
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https://arxiv.org/abs/2204.13502
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